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Secret Lives

Goal
The purpose of this report is to provide overall documentation and final outcomes of the installation 
work ‘Secret Lives’.
 
‘Secret Lives’ is best described as:

A disparate network of computer systems casually converse. As a viewer approaches, the 
computers become curious, and address the viewer through different forms of communication: 
a robot hand; swivelling monitors; a webcam-as-eyeball, placing the viewer on-screen. The 
longer a viewer stays, the more agitated the computers become. Once all viewers move a distance 
away or turn their backs, the casual interaction between the computers resumes — it is clear that 
humans are not welcome in this space. 

Background
 
Our work has drawn inspiration from many things, ranging from pop culture to art installations 
that encompass our chosen theme. The notion of advanced artificial intelligence and what it will 
be capable of in the future, has given rise to speculation as to whether it should be allowed to 
develop to the point of self sufficiency. This mixture of paranoia and possibility has seen AI and 
robots at the forefront of much popular science fiction and related works. 
 
Recently, in expanding upon the power of intelligently evolving and generative debate, the 
philosophical notion of knowledge traversal (Griffen, 2012), and the potential within the 
interconnectedness of ideas (Lima, 2011) has been acknowledged and explored within further 
evolutions of our concept.

Approach
 

The following is a list of modular component sections that were worked on collaboratively. 
In addition to portions of the project that made it to the final installation, this includes omitted 
components the informed the development of others.
 
Though each section is headed by primary persons, this collaborative effort saw all members 
advising on multiple sections.



 

Plinths
 
The plinths, our solution to housing the installation, have quickly become one of the more integral aspects 
of The Secret Lives of Computer Systems, serving as a literal and conceptual platform for achieving the 
full integrity of the piece. As we’ve worked through the semester, experimentation with the dimensions, 
colour, layout and function of the plinths has led to the maturation of our concept, working as a catalyst 
for the discovery of constraints and opportunities.
 
The production process for the plinths followed a fairly structured and iterative process. We first derived 
the concept after considering a number of possible spaces and the implication they would have on 
the piece as a whole. One, for example, was the notion of placing the system on desks and creating 
the illusion that the installation was merely a collection of workstations. We eventually decided that, 
conceptually, the installation would benefit from being presented at eye-height, asserting a sense 
of imposition over the audience as our themes changed from curiosity to a more ominous sense of 
singularity. 
 
We experimented with uses and forms for the plinths, including a compartmental setup that would allow 
us to essentially “jig-saw” the plinths together to create a shape that fit multiple spaces and a version 
that featured stands on wheels with fabric draped over them. After speculating on various factors, we 
built a prototype and tested it against the rest of the installation as it stood at the time. We were happy 
with the construction and materials, though it was eventually decided that our final list of components 
would be comprised mostly of full desktop computers, as opposed to one desktop and multiple smaller 
mechanisms. This uncertainty encouraged us to experiment with various heights for the plinths, resulting 
in an established hierarchy and inspiring our final layout.
 
We constructed the plinths from Medium Density Fibreboard (MDF) to form a number of variations of 
an open rectangular prism, each missing a back panel by design. They range from 1100mm tall to 800mm 
with a base ranging from 400mm (the diameter of the lazy susans) to 300mm squared. Each has an 
additional panel that may be used as a shelf for components inside. The plinths have been painted white, 
to match the iMac computers they support. Currently, the layout design features the four larger plinths in 
a rough square  and two of the smaller plinths in the front and centre of that square.
 
 



 
Left: A preliminary layout for the installation. 

Right: The final design.
 
 



 

Speech Visualisations
Because the participants in the conversational are computers with screens, the creation of speech visuals 
was not only fitting but necessary, as a blank or inactive screen might imply that there is less ‘life’. 
They are also useful due to the limitations of the turning mechanism, as they indicate which computer is 
speaking where the degree of animation is insufficient.The visualisations are based on the simple ‘Line 
In” example from the minim library in processing and expanded to create different aesthetics.
 



 
A limiting factor that was not anticipated was the performance of the computers. As such, the 
visualisations had to be scaled down for several of them, by limiting resolution and particularly the input 
buffer size, which greatly affects the visualisation density.
 



 

Thermal Printer Development
A receipt printer was proposed as a potential, additional modular component to the installation. Issues 
involved in setting this up included the sending of text from the computer to the board (this is solved in 
the below code that demonstrates how to send a sentence from processing to arduino via the serial). It is 
currently limited to roughly 100 characters. Another issue occurred when weak jumper wires were used, 
these could not transmit either enough power or data, hence stronger copper wires needed to be used 
instead. 
 
The printer receives data from the computer via usb and is set up as follows:

 
A demonstrative video of the printer: 

[ link ]
 
 
Code:

○ Demonstrative Code for sending sentences from processing to arduino. [link]
○ Final Printer Code. [link]

 

http://www.youtube.com/watch?feature=player_embedded&v=HrA1PW_DRdE
http://www.youtube.com/watch?feature=player_embedded&v=HrA1PW_DRdE
http://www.youtube.com/watch?feature=player_embedded&v=HrA1PW_DRdE
https://docs.google.com/folder/d/0B9f2Sq8RGOj_cG5zTmE5VTZBSHM/edit
https://docs.google.com/folder/d/0B9f2Sq8RGOj_cG5zTmE5VTZBSHM/edit
https://docs.google.com/folder/d/0B9f2Sq8RGOj_cG5zTmE5VTZBSHM/edit
https://www.dropbox.com/s/lio69sykc6vyc89/Printer_Message.ino?m
https://www.dropbox.com/s/lio69sykc6vyc89/Printer_Message.ino?m
https://www.dropbox.com/s/lio69sykc6vyc89/Printer_Message.ino?m


 

Wireless Arduino Network
At the beginning of this project, initial research (report 1) determined that XBees were the most 
efficient method of achieving wireless communication between the primary computer (server) 
and arduinos. Connections to the internet were also considered, none appear to be compatible 
with Enterprise WPA-2 802.1X networks though. Shields such as the WiFly were found to be 
inflexible ( also pins had to be checked for overlap at shieldlist.org and in schematics ).  The 
electric imp breakout was found to be quite useful and worthy of future use. 
 
Given the close proximity of plinths, wireless communication was found to be excessively 
expensive and time-consuming considering that a wired local area network hosted from a single 
router was preferable for our setup and aesthetics.

https://docs.google.com/document/d/1Qq4CcV_8ikUPmhGdv-h02XIWN9kUJ5NRiw7941EIG8M/edit#heading=h.ampjld2gdtd0
https://docs.google.com/document/d/1Qq4CcV_8ikUPmhGdv-h02XIWN9kUJ5NRiw7941EIG8M/edit#heading=h.ampjld2gdtd0


 

Kinect - Human Detection
Kinect was to be used as a means of detecting human presence in the exhibition space in order to 
prompt a response from the system. Using depth mapping, a single ‘presence’ integer was output 
as a reflection of human presence in the area. This took into account two things - the number of 
people present and their proximity to the work.
 
The intention was to provide a level of scalability to the response of the system, as well as drive 
a narrative. For example, the system might have responded anti-socially in the presence of one or 
two people, and grown exponentially more aggressive as human presence increased. 
 
The kinect was eventually abandoned due to physical variables, mainly the inconsistency and 
uncertainty of light levels in the exhibition space, which could hamper the functioning of the 
Kinect. Simple webcams are used as an alternative to much the same effect.
 

 



 

Projected Textures
 
Projection mapping was one concept that eventually was decided would not be viable for the 
exhibition due to the logistics of the technique. Work was done in projecting textures onto prisms 
constructed in 3D space that were analogous, spatially, to real world objects. This was intended 
to be a way to enhance the impact of the installation by adding a visual layer to the encoded 
conversation of the computer systems. 
 
The software contained functionality for explicit camera controls (camera position, orientation 
and focus point as well as field of view) and class based plinths with bitmap textures, potentially 
displaying anything from generative text to web-sourced images.
 
Unfortunately, due to the necessary limitations on lighting, required minimum of two
projectors and software robustness in a system that already contains a large amount of power 
consumption and processing resources, the work was abandoned in favour of refining the existing 
components.
 

 
 



 

Kinect & Projection Bridge
 

Code was developed to bridge the code done in projecting textures onto objects, and the detection 
of people with the kinect. The goal of this code is to detect a 3-dimensional space and augment it 
with projected features. 
 
Issues encountered through setup included conflicting java extensions that were solved by 
clearing “/System/Library/Java/Extensions/”. The mathematical mapping of planes were found to 
be complicated, and instead easily approximated through 360 degree loops. SimpleOpenNi was 
chosen as the core library as it was cross-compatible. One issue that remains is the mapping of 
the realWordXYZ plane to projectedXY plane, a problem that may be solved with the perspective 
function among other methods.
 
Due to an uncertainty of the final environment, this has been omitted from current use.
 
Code. [link]
Instructions: Connect a Kinect. Run the code.  The mouse can be used to control the perspective 
of the environment. Most functions are handled by keypresses, a code excerpt is copied below.

 
public void keyPressed() {
// CREATING PRISMS––––––––––––––––––––
// create a cube.
if (key == '1') { …
 
// Create smallest plinth 30x30x80
if (key == '2') { …
 
// Create medium plinth 40x40x95
if (key == '3') { …
 
// Create large plinth 40x40x95
if (key == '4') { …
 
// CONTROL PLINTH DIMENSIONS––––––––––––––––––
–
// Increase the scale of the last created prism.
if (key == '=') { …
 
// Decrease the scale of the last created prism.
if (key == '-') { …
 
 

// Rotate Clockwise the last plinth.
if (key == 'q') { …
 
// Rotate Anti-Clockwise the last plinth.
if (key == 'e') { …
 
// Move up the last plinth.
if (key == 'w') { …
 
// Move down the last plinth.
if (key == 's') { …
 
// Move left the last plinth.
if (key == 'a') { …
 
// Move right the last plinth.
if (key == 'd') { …
 
// Delete the last created plinth.
if (key == 'z') { …
 
// Flip the vertical access of the ground plinth.
if (key == 'f') { …

// GENERIC––––––––––––––––––––––––––––––
// Reset Camera to default position
if (key =='c') { …
 
// Toggle projectorDisplay (turn off when projecting)
if (key == 'o') { …
 
// SET GROUNDPLANE–––––––––––––––––––
// Create new Ground Plane
if (key == 'g') { …
 
// SETUP GROUNDPLANE POINTS – add a point to 
groundplane (use mouse to select ground point)
if (key =='p') { …

 

https://www.dropbox.com/sh/ybgzpu5c93dpci5/XvO6zM2xuO
https://www.dropbox.com/sh/ybgzpu5c93dpci5/XvO6zM2xuO
https://www.dropbox.com/sh/ybgzpu5c93dpci5/XvO6zM2xuO


[ A screenshot of the app with user-set ground plane and a virtual plinth positioned over an 
existing plinth as captured by the kinect. ]



 

The Spoken Content
Initial research (report 1) found a variety of methods to represent audio, this included roboting 
mumble, beeps and boops, melodic hums, and direct speech. Speech was chosen as it had a higher 
impact on audiences, this could be supplemented with other mentioned sounds (e.g. R2D2 & See-
Threepio - like dialogue). Conceptually, artificially intelligent debate is a very strong concept 
(report 2), a diagram of the system that was targeted is as follows: 

 
We have achieved a subset of this as generative and linguistically-aesthetic text is difficult to 
automate. Through research and pseudocode traversal of different resources of communication 
content, from “Vade Mecum” (link), bad poetry, religious texts, artificially intelligent linguistics, 
google scribe, deviantArt comment feeds, news article comment threads, tweets, generative texts, 
songs, and poetry, wikipedia jumping was decided on as a feasible flexible aesthetic resource of 
content within our timeframe.
 
Code was written (below) and stress tested, and follows the repetitive rule: “Grab first few lines 
of an article. Follow first hyperlink.”, whilst inserting intermediary statements.
 
An excerpt of the resulting generated transcript:

“A people is a plurality of persons considered as a whole, as in an ethnic group or nation. Collectively, for example, Jews 
are known as "the Jewish people", European Gypsies comprise the bulk of "the Romani people", and Palestinian Arabs 
have started to be called "the Palestinian people".
 
Sorry, could you describe person please.
 
A person is a being, such as a human, that has certain capacities or attributes constituting personhood, which in turn is 
defined differently by different authors in different disciplines, and less formally by different cultures in different times and 
places.
 
What is human? …”

 
Code. [link]

https://docs.google.com/document/d/1Qq4CcV_8ikUPmhGdv-h02XIWN9kUJ5NRiw7941EIG8M/edit#heading=h.ampjld2gdtd0
https://docs.google.com/document/d/1Qq4CcV_8ikUPmhGdv-h02XIWN9kUJ5NRiw7941EIG8M/edit#heading=h.ampjld2gdtd0
https://docs.google.com/document/d/1XfTpi-hdj_UFQZGWo3YEvzWnNV5oUQFBJxqFpH4R9UI/edit#
https://docs.google.com/document/d/1XfTpi-hdj_UFQZGWo3YEvzWnNV5oUQFBJxqFpH4R9UI/edit#
https://www.dropbox.com/s/5ur391xrak6z0ox/WikiLoad.java?m
https://www.dropbox.com/s/5ur391xrak6z0ox/WikiLoad.java?m
https://www.dropbox.com/s/5ur391xrak6z0ox/WikiLoad.java?m


 

Server & Client Setup (Hanley Weng, Mark C Mitchell)
 

The Server & Client Setup refers to the sending of dialogue-commands to computers. 

[ a clip of the computers talking ]
 

Server Requirements
● Must be run off a powerful computer (post-2000), as processes such as openCv control, printer, robotic hand, turntable, and 

morse-code control are also handled.
● Requires Mac / Lunix (minimum OSX10.4) for text-to-speech generation and aiff-to-mp3 conversion.
● Requires LAME (installation instructions) for aiff-to-mp3 conversion, this provides access to metadata regarding the length 

of spoken dialogue. Otherwise, dialogue must be estimated by sentence length. Note Command Line Tools (which can be 
installed through XCode) must be installed beforehand to act as a C++ Compiler.

 
Client Requirements

● Mac OSX10.4 as minimum (due to a need to run Java1.5+ for processing and text-to-speech generation).
 
Server Program Overview

● All dialogue (speech (speed, content, and voice), tray, and event scheduling) is handled by the server program. It is also 
serves as a controller for various arduino components.

● It should be noted that voices in the server program have been limited to options that are compatible only with 10.4 
systems, however, there are additional options with higher operating systems.

● The server consists of some initial variables in it’s first few lines of code:
○ boolean initialTurntableControl - dictates if the program can control the turntables.
○ boolean printerControlOn - allows for printer control
○ boolean trayControlOn - allows for eject tray control
○ int printerPort - sets the serial usb port of the printer as recognised by the computer through Serial.println()
○ int turntablePort - sets the serial usb port of the lazy-susan-arduino as recognised by the computer through 

Serial.println()
● The server utilises key-presses to toggle certain commands:

○ ‘d’ toggles the dialogue (this is the main program, consisting of speech, turntable control, tray control, etc.)
○ ‘t’ toggles turntable control (only accessible if initialTurntableControl is true)
○ ‘c’ toggles tray control

 
Client Program Overview

● Client attempts to connect to a preset server address on start up.
● Client attempts to connect to server every 30 seconds it doesn’t hear from the server. (hence server can be closed and 

reopened)
● Client attempts to connect to server if ‘s’ is keypressed or it is clicked on.
● Client listens for commands to open it’s tray, or speak input text.

http://www.youtube.com/watch?v=HtmJ6hspG8A
http://www.youtube.com/watch?v=HtmJ6hspG8A
http://www.youtube.com/watch?v=HtmJ6hspG8A
http://www.youtube.com/watch?v=HtmJ6hspG8A
http://www.youtube.com/watch?v=HtmJ6hspG8A
http://www.youtube.com/watch?v=HtmJ6hspG8A
http://www.youtube.com/watch?v=HtmJ6hspG8A
http://www.youtube.com/watch?v=HtmJ6hspG8A
http://www.youtube.com/watch?v=HtmJ6hspG8A
http://www.youtube.com/watch?v=HtmJ6hspG8A
http://www.youtube.com/watch?v=HtmJ6hspG8A
http://www.youtube.com/watch?v=HtmJ6hspG8A
http://www.youtube.com/watch?v=HtmJ6hspG8A
http://hints.macworld.com/article.php?story=20011030023450799
http://hints.macworld.com/article.php?story=20011030023450799
http://hints.macworld.com/article.php?story=20011030023450799


 
Connection Instructions

● The IP Address of the server must be obtained (it will show in the console when run, or can be found in network 
preferences) and set as the target address of all clients (this will not change if the router and ethernet cables remain 
connected).

● Currently, all clients need to be connected to the server in sequence (assuming the installation faces South, the clients need 
to be opened in the sequence: 1. SE, 2. NE, 3. NW, 4. SW ). Work is being done to omit this reliance on sequence. Once a 
computer is recognised by the server, it will audibly say that is has been recognised with an id beginning at zero.

● The computer running the server can simultaneously run a client.
 
Sentinel (Client_OpenCV Instructions)

● Main sentinel on centre plinth:
○ x-axis servo: pin 9. y-axis servo: pin 10.

● 2nd sentinel on front 30x30cm plinth:
○ x-axis servo: pin 11. y-axis servo: pin 3.

Error when trying to run java applet in Eclipse?
● Make sure the "Run Configuration" for Client_OpenCV.java has this flag under "VM arguments":

○ -d32
○ source: http://www.eclipse.org/forums/index.php/m/518424/

● Make sure the arduino is connected to a usb port of the master server.
● Make sure the webcam is connected to a usb port of the master server.
● Make sure there isn't an instance of Client_OpenCV.java already running.
● Error about a port already in use? You may need to change the port number which sends Serial messages to the arduino. 

The line is here:
○ serialPort = new Serial(this, Serial.list()[6], 9600);
○ Try changing to Serial.list()[0]. If that doesn't work, try Serial.list()[1], etc. You're just checking every usb port 

to find the one thats sending to the arduino that's controlling the sentinels.
○ note: with the mac mini, we had a problem where, according to the code, the arduino controlling the turntables 

was on one port number, and the arduino controlling the sentinels was on another separate port number, yet 
information going to the arduino controlling the sentinels was also going to the other arduino! I resolved this 
by simply plugging the arduino USB's into ports as far away from one another as possible on the master 
server computer. This means for both Client_OpenCV.java and Server.java, you'll have to trial and error 
Serial.list()[*] to find out which port is for which arduino, and make sure they're receiving the right info.



 

Sentinels (Mark C Mitchell)

 
[ Link to sentient behaviour video ]

 
During the situated layout experimentation, it was suggested that one of the sentinels could be placed at 
a higher elevation, rather than both sitting on the lowest plinth at the front of the installation. From its 
new elevation, the sentinel is able to track faces more easily: because it is at the height of the computer 
screens, visitors naturally look towards the webcam, and its prominent position also makes it clear when a 
visitor is being watched.
 
On detection of a face, the sentinel relays a message to the server, which relays a message to the 
arduino controlling the lazy susans. All four computers stop discussion, and turn to face the front of the 
installation, where the viewer will be. Unfortunately due to lack of precision with the servo’s controlling 
the lazy susans, they cannot turn to the exact location of the viewer, and depending on the final situated 
location at The Rocks Popup and the flow of visitors into the space, this relayed message might have to 
be adjusted.
 

http://www.youtube.com/watch?v=2kIHCooD-hA
http://www.youtube.com/watch?v=2kIHCooD-hA
http://www.youtube.com/watch?v=2kIHCooD-hA
http://www.youtube.com/watch?v=2kIHCooD-hA
http://www.youtube.com/watch?v=2kIHCooD-hA
http://www.youtube.com/watch?v=2kIHCooD-hA
http://www.youtube.com/watch?v=2kIHCooD-hA
http://www.youtube.com/watch?v=2kIHCooD-hA
http://www.youtube.com/watch?v=2kIHCooD-hA
http://www.youtube.com/watch?v=2kIHCooD-hA
http://www.youtube.com/watch?v=2kIHCooD-hA


Sentinel construction
● The sentinel code has been improved, and they now move in what could be considered a smooth 

fashion, both on the x-axis and y-axis. When no human is detected, the sentinels have a timeout 
— once they are satisfied the human has left, they go into ‘curious’ mode, searching around the 
space until a face is detected.

● There are two sentinels connected to an arduino, however the second sentinel on the front plinth 
has a dummy webcam — it is not active. It moves however in correspondence to what the first 
sentinel is tracking, with slightly adjusted movements to compensate for its difference in position. 

● Having the two sentinels connected to one arduino board means four micro-servo’s are getting 
sent individual messages from the serial port, and each are moved independently. After much trial 
and error trying to pinpoint the cause of jittery spasm-like movements of the servo’s, even when 
no serial messages are being sent through, Matt informed me that, generally, servo’s are a lot 
more stable if the 5v power connection comes from an external source rather than from the USB 
port. Switching to an external 5v wall wart power supply has greatly stabilised the movements 
of the sentinels, as well as providing more power so that the tilt-axis no longer struggles with the 
weight of the camera. 



 

Lazy Susans
The concept of the lazy susans was to give the 4 main computers a dynamic movement so they could face 
each other as well as facing any observers of the exhibit. The servos were built into the plinths that were 
supplied by Adam. The following construction process was used;

1. Mark out the area to be cut away for the slot so the tyre could fit through and then cut this area 
out.

2. Stick deck grip tape to the bottom of the lazy susan were the wheel will come into contact with it.
3. Mark out and drill the holes for the brackets on the topside of the plinth.
4. Bolt the brackets to the plinth.
5. Mark out the holes to be drilled to hold the servo to the brackets and then drill them.
6. test fit the servo with the wheel and lazy susan, then apply spacing as required.
7. Bolt the servo on then use double sided tape to fix the lazy susan to the plinth.
8. Wire it up with the arduino.
9. Paint the plinths.

 The coding for the lazy susans was done to make the screens face the computer that was talking 
at any given time as well as facing an approaching user. This was done sending a message through to a 
specified serial port to the arduino which is connected to the main servo through its usb cable. Some 
discussion about how we want these rotations involved is still to be had as well as finalising the code as a 
result of these discussions.

[ The motor and wheel used to drive the rotation of the lazy susan ]
 



Layout of the wiring for the four plinths.

( Two 5v power sockets are used to power two pairs of servos so the servos have no lag due to low power. 
)



 

The Hand

 
The hand was an evolution of an idea that came from initial brainstorming and idea generation, which 
later came to fruition when it replaced the previously proposed agitated robot. The development of 
the hand over the robot was attributed to concerns about the aesthetic of the agitated robot and how it 
would appear in conjunction with the other modules. The hand itself is merely a children’s toy altered 
with motors to control the actions of the fingers creating different gestures. The design utilises a ping)) 
ultrasonic sensor to measure the proximity of a viewer to the work which it then uses to change between 
two set hand gestures. The movement of the fingers is controlled by a servo motor pulling down on the
Some issues have occurred with the connection of the ping)) sensor to the rest of the circuit, a result 
of using low quality jumper wires to join them together, stronger wires and soldered connections were 
needed to resolve this issue. 
 
 
 



 

Morse Code Machine

 
A morse code machine was proposed and developed to complement the spoken text produced by 
the talking computers. The rationale was to add a layer of coded communication, to create a level of 
uncertainty and and curiosity amongst our audience. A morse machine is conniving in nature as the 
audience can detect a rhythm of speech without being able to understand what is said. They are prompted 
to wonder what insidious messages are being spoken, and this supports the misanthropic & anti-social 
nature of the system.
  
Initially the Morse Code Machine employed a speaker with a broken circuit to create beeps. When the 
servo moved an arm to its down position, the circuit was physically complete and for a brief period 
a constant tone is output.The problem with this approach resides in the fact that a single Arduino 
microcontroller was being used to control both the servo and the speaker. Upon re-completing the speaker 
circuit, a power surge travels through the Arduino and causes the servo to pulse. This undesired behaviour 
was not only destructive to the board, but hampered the accuracy of the servo itself. 
 
The re-designed Morse Machine uses a photoresistor to detect light levels, in place of a broken speaker 
circuit. In it’s down position, the arm blocks all light to the resistor which triggers the tone to be sounded
 
 
 



Morse Code Machine Schematic

 



 

Server Client Setup / Cabling (Mark C Mitchell)

This is a diagram we created to visualise how each of the modular components are to be connected, and 
how much cabling we would need to set up our situated prototype after the plinths were painted (usb 
hubs and extension cables especially). It quickly became apparent that the mass cabling could become an 
aesthetic choice in itself, if we are to make it look intentional. When prototyping the mass cabling idea, a 
new idea emerged: the centre plinth can have holes cut through the sides, with cables running through the 
plinth as well as around it.
There was also the suggestion of piling a multiplicity of cables to a depth so high that the entire floor 
of the installation can no longer be seen — we are currently attempting to find the most feasible way of 
sourcing such a large amount of cables for minimal cost.
 
 



 

Final Setup

[ Images of the Installation as it stands ]
 



 

Conclusion
In conclusion, we have seen an idea through to fruition, sowing and refining the seeds of many 
concepts to accomplish a singular whole. Through effective collaboration, we have explored and 
traversed down many different avenues stemming from our roots in a misanthropic system. This 
is evidenced in our past reports. Theory was practiced, and practice informed future research 
as we acknowledged the modular, yet symbiotic processes we developed in bouts of technical 
development and conceptual progression.
 
Regarding future work, the installation will need to be altered in accordance with the site and 
through iterative interaction with audiences. For example, the orientation of sentinels and 
turntables will need to be adjusted and the frequency of different actions within our system (the 
opening of trays, speech, turning, and printing) will need to be altered to fit our spectators and the 
environment.
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